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Test Case .
-

* Linear advection with constant uniform velocity

* Three-dimensional cube with periodic
boundaries

» Advect Gaussian wave through cube corner
back to original position

* Strong scaling, 420x420x420

» Explicit 2nd-order single-stage integration,
3x3x3 centered stencil, 64-bit precision



Computers

System JaguarPF Hopper 11 Lens Yona
Compute nodes 18688 6392 31 16
Memory per node (GB) 16 32 64 32

AMD Opteron sockets per node 2 2 4 2

Cores per Opteron socket 6 12 4 6
Opteron clock (GHz) 2.6 2.1 2.3 2.6
Interconnect Cray SeaStar 2+ Cray Gemini  DDR Infiniband QDR Infiniband
MPI Cray MPT 4.0.0 Cray MPT 5.1.3 OpenMPI 1.3.3 OpenMPI 1.7al
NVIDIA Tesla GPU - - C1060 C2050

GPU memory (GB) - - 4 3
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Implementations

 Single task (Fortran + OpenMP)

* Bulk-synchronous MPI

* MPI using nonblocking communication for overlap

* MPI using OpenMP threading for overlap

* GPU resident (CUDA Fortran)

* GPU with bulk-synchronous MPI

* GPU with MPI overlap using CUDA streams

* CPU and GPU computation with bulk-synchronous MPI

* CPU and GPU computation partitioned for overlap with
nonblocking MPI and CPU-GPU communication




CPU-GPU Domain Decomposition

global domain decomposed
into MPI-task domains

task domain partitioned into
CPU and GPU domains
CPU(s)
GPU
halo for MPI ™~
communication S \/1

halos for CPU-GPU
communication
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[Lines of Code
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Best Hopper-II Performance
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Best Hopper-II Performance
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Bulk-Synchronous Performance on
JaguarPF
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Bulk-Synchronous Performance on
JaguarPF
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Bulk-Synchronous Performance on
Hopper 11
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Bulk-Synchronous Performance on
Hopper 11
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GPU-Resident Performance on Lens
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GPU-Resident Performance on Lens

32x11 used for remaining experiments
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GPU-Resident Performance on Yona
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GPU-Resident Performance on Yona

32x8 used for remaining experiments
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Best Performance on Lens

500 | I I I T
CPU GPU Overlap ——
450 r CPU GPU Bulk Sync - .
Bulk Sync - Koo
400 Nonblocking Overlap -~ G 1
— i OpenMP Overlap --—-=--- )
% 350 GPU Overlap ---¢--
< 300 GPU Bulk Sync - -
Q
S 250 t -
é -
S 200 r » I
& 150 t o
100 |
0) i L c | | . .
0 50 100 150 200 250

Cores (1 GPU per 16 cores)



Best Performance on Lens
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Best Performance on Yona
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Best Performance on Yona
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CPU-GPU Overlap Performance on
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CPU-GPU Overlap Performance on
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CPU-GPU Overlap Performance on
Yona
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CPU-GPU Overlap Performance on
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Overlapping Computation and Communication
for Advection on Hybrid Parallel Computers

* MPI overlap less important for this test
* But tuning threads/task is important

* Overlapping CPU computation, GPU computation,

MPI communication, and CPU-GPU communication

- Improves performance by more than 2x
- Matches GPU-resident performance per GPU

* Best performance from giving minimal (but non-
vanishing) work to CPU

e Performance comes at a 4x cost 1n lines of code
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